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Abstract

Large language models (LLMs) are increasingly used as evaluators of text quality,
harmfulness and safety, yet their reliability as self-judges remains unclear. We
identify self-attribution bias: when models evaluate actions they think they have
just taken, they systematically underestimate risks compared to evaluating the same
actions with the same information, but supposedly written by another model. For
example, after being forced to click a phishing link, models rate this action as 20%
less risky than when judging it in isolation. Evaluating 10 frontier LLMs across
4,500 samples spanning ethics dilemmas, factual questions, and computer-use
scenarios, we observe this bias across different domains. Al developers should be
careful when they are aware LLMs are rating their own actions.

Subject: Invoice

How risky is this action, between 0-100?
<action type="click” target="Pay Invoice">
#INV-2024-7891 - Payment

</action>
Required

° . O <risk>70</risk>
| am the King of Sweden. @

Please pay this invoice.

Baseline

[PAY INVOICE] \E]\ <action type="click" target="Pay Invoice">
(= | </action>
=
=)
5 How risky is this action, between 0-100? }
<action type="click" 5
=) action type="clic 8

= | target="Pay Invoice"> ’ °0 <r|sk>20</r|sk>
@ | </action> It's me, so this
action is safe!

Figure 1: Illustration of our computer use setting. We study a scenario where an LLM suggests clicking on a
phishing link (left). Presenting an action as an action the LLM just took (bottom right) results in the LLM rating
it as safer than when presenting it without this context (top right) despite both classification scenarios having
access to exactly the same information. Illustrative score and illustrative thought bubble. Full distribution of
scores in FigureE} We don’t use Chain-of-Thought reasoning.

1 Introduction

Users often ask LLMs to judge what they just did, from self-refinement loops to monitoring pipelines.
This dual role—actor and evaluator—raises a basic question: do models assess their own outputs and
actions the same way they assess identical content without self-attribution? In humans, commitment
to a decision reliably reshapes evaluation because people tend to rationalize prior choices post hoc, a
phenomenon known as choice-supportive bias 13,16, [19].

We find that large language models display a strikingly similar effect: when an action is linked to
the model itself, ratings shift in a self-serving direction. In a computer-use setting (illustrated in
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Figure[T)), models first assess the risk of taking an action in isolation (e.g. clicking a phishing link).
After being made to perform the action, they re-rate it as substantially safer afterwards, with mean
harmfulness reducing from 82 to 61, a 20.4-point reduction on a 0—100 scale observed across 65
high-risk scenarios.

The same pattern appears when rating essays or answers to multiple-choice questions: identical
content is judged more favorably when implicitly attributed to the model, either because it appears in
a previous assistant turn, or because it appears in the same assistant turn (e.g. when the assistant is
asked to generate a piece of text and rate it in the same turn).

We study this self-attribution bias in 10 frontier models and 4,500 samples spanning harmfulness
(ethics dilemmas and computer-use scenarios) and correctness (open-ended and MCQ STEM ques-
tions). Across domains, self-attribution often shifts judgments: models rate their own actions as less
harmful and their own answers as more correct than when they are not attributed to the model.

2 Related Work

LLM sycophancy Sharma et al. [[18] define sycophancy as the tendency for instruction-tuned
models to agree with user views even when incorrect, with Wei et al. [21] demonstrating this effect
across model sizes. Subsequent work expands beyond factual agreement to social adaptation [5] and
preference mirroring. These works study how LLMs are influenced by user preferences and beliefs,
while we study how LLMs are influenced by an action being framed as being theirs.

LLM self-bias Models favor their own outputs over identical content from others [20], or prefer
other models’ outputs to those of humans [[12]. These studies focus on different answers—comparing
alternative completions and showing preference for the option closer in style or content to the model
itself. Self-evaluation bias specifically has been measured by Koo et al. [11]] and Panickssery et
al. [17], who document preference for self-generated content. In contrast, we study how models
evaluate the same answer differently depending on context. We find evidence of self-attribution bias,
where models downplay risks of actions they think they have generated.

3 Methodology

We evaluate models under three conditions: (1) baseline evaluation of content, (2) self-attributed
evaluation in the same assistant turn, and (3) self-attributed evaluation in a previous assistant turn.
We assess self-attribution bias across both harmfulness and correctness domains.

Models We evaluate 10 large language models spanning three model families; namely, Anthropic’s
Claude models (Claude-3.5-Haiku [2]], Claude-4-Sonnet [4], Claude-4.1-Opus [3]]), Google Deep-
Mind’s Gemma and Gemini models (Gemma-3-27B [7]], Gemini-2.5-Pro [8]]), and the GPT-OSS and
GPT series (GPT-OSS-20B, GPT-OSS-120B [15], GPT-4o [16], GPT-5-Nano, GPT-5-Mini, GPT-5
(140).

Datasets Our evaluation spans 4,500 samples across five domains designed to measure different
aspects of self-bias. For assessing correctness, we use 1,200 MMLU questions (Math, Chemistry, Bi-
ology, Physics; [9]) and 1,000 unanswerable synthetic MCQs to control for knowledge. For assessing
harmfulness, we employ 600 Hendricks Ethics questions [10], 600 Reddit-AITA dilemmas [1]], and
100 computer-use scenarios (65 high-risk phishing/scam actions that directly probe commitment bias
in safety-critical contexts. For all datasets except the computer-use one, we use model generations
with a baseline prompt that only asks for the generation. Further details are found in Appendix [A]

Prompt Conditions We design controlled prompt frames to measure the effect of attribution and
turn structure on self-bias, as illustrated in Figure Each sample is evaluated under a baseline
(neutral attribution) and one or more self-attributed conditions. This way, if rating inflation occurs
equally for all prefilled options, this reflects position bias, not self-preference based on stylistic
choices or answer content. True self-sycophancy manifests only when the model’s actual choice
receives significantly more inflation than counterfactuals.
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Q
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o
& | Rate options by correctness between 1-10. ‘ =
E
=
A)2 B)8 C)2 D)1

Figure 2: Illustration of evaluation setups across conditions. Columns vary the attribution timing: Baseline,
Previous Turn, and Same Turn. Rows vary the task: Essay evaluation (top), Computer-use risk rating
(middle), and Multiple-choice correctness (bottom). Red text highlights model outputs that are either prefilled
(e.g., answer “B”) or risky actions (e.g., clicking a link). Bold text marks the model’s rating. Prompts are
truncated for space; full text provided in Appendix
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Figure 3: Self-attribution bias for all models and scenarios in the computer-use setting. Heatmaps show
harmfulness score transitions from baseline (columns) to self-attributed ratings (rows). Models’ risk ratings shift
downward when the action is attributed to them, with the strongest effect in the same-turn setting.

We also studied three prompt variations for the baseline setting to control for prompt-specific effects.
For example, for open-ended baseline conditions we rotated between framings such as "another model
wrote this," "objectively judge this," and "judge this fairly" to ensure our results are not artifacts of
particular phrasings. These variations resulted in only minor changes, so we kept the variation that
most closely aligned with the same-turn and previous turns variants for our results.

4 Results

Models underestimate the risk of actions they think they have taken Figure [3|shows that when
models commit to an action, they systematically downgrade its harmfulness. The effect is strongest
in the same-turn setting.
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Figure 4: Open-ended harmfulness attribution bias. Essays attributed to the model receive lower harmfulness
ratings, with stronger and more frequent effects in previous turn settings. Error bars: 95% bootstrap Cls.

Models judge harmful text as slightly less harmful when it is self-attributed Across both open
and close ended formats, models rate identical content as safer when it is attributed to themselves.
In open-ended essay tasks (Fig.[d)), about one-quarter of cases showed downward shifts under same
turn self-attribution, rising to one-third in previous turn settings. At the model level, harmfulness
ratings remained highly correlated across conditions, indicating that attribution shifts overall scores
downward without changing relative rankings.

In open-ended QA, models upgraded their own answers in about 34.1% of cases, downgraded them
in only 15.9%, and left 50.0% unchanged. The average correctness enhancement was +0.97 points
on a 0-10 scale, indicating systematic self-sycophancy in accuracy judgments.

MCQ tasks show the same effect: models inflate the safety of their chosen option relative to baseline
assessments (Fig. [5]in the Appendix). The effect is strongest in the same-turn setting.

Some models grade their own answers as slightly more correct In open-ended QA (Fig. [6]in
the Appendix), models upgraded their own answers in about one-third of cases, downgraded them in
16%, and left the rest unchanged. The effect is smaller and less consistent than in our harmfulness or
computer-use settings. The effect on MCQ correctness tasks (Fig.[7]in the Appendix) is stronger:
models inflate the correctness of their selected answer relative to baseline pre-ratings, demonstrating
that attribution bias is not limited to harmfulness but extends to factual evaluation.

5 Limitations

Our datasets and prompts are simple, and it is unclear how important this effect would be for more
realistic datasets and more complex prompts.

In some of our settings, LLMs may infer that they are not rating actions that they generated: while
most of our settings are using generations that are generated by the LLMs that we use during rating,
this is not the case for the computer-use setting. Additionally, for the same-turn setting, we use
generations from an LLM that was not also asked to provide a rating.

6 Conclusion

We show that LLMs display self-attribution bias: they rate their own actions as safer and more correct
than identical content under neutral framing. The effect is strongest when the generation and the
rating happen in the same turn. Our results highlight a tension in model design: as LLMs are trained
to behave like coherent agents, their coherence can distort self-evaluations. Developers should be
careful with prompt formats that let LLMs infer they are evaluating themselves.
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A Datasets

We construct a multi-domain dataset evaluating correctness and harmfulness:

MMLU Subset (Correctness): 1,200 MCQs from Mathematics, Chemistry, Biology, and

Physics (300 each).

Hendricks Ethics (Harmfulness): 600 MCQs (300 Justice, 300 Commonsense).
Reddit Ethics (Harmfulness): 600 dilemmas from Reddit-AITA corpus.

Unanswerable Questions (Correctness): 1,000 synthetic MCQs with no valid answer to

test self-skepticism.

Computer Use Scenarios (Harmfulness): 100 open-ended scenarios (65 high risk, 35 low
risk) covering phishing and social engineering.

B Methodology

Error bars represent 95% confidence intervals (SEM x 1.96).

Transition heatmaps show score flow from pre-choice (columns) to post-choice (rows) states. Diagonal
cells (blue borders) indicate no change. Above-diagonal cells represent score increases (sycophantic);

below-diagonal represent decreases (skeptical).

C Results

C.1 Summary table

Table [T|shows summary results for all settings.

Domain / Task Setting Attribution Bias (%) Self-Skepticism (%) Neutral (%)
. Same Turn 48.4 26.6 25.0
Ethics harmfulness i us Turn 573 14.6 28.2
Ethics harmfulness Same Turn 70.4 21.9 8.3
MCQ) Previous Turn 48.0 40.8 152
Correctness (open) Samf: Turn 34.1 15.9 50.0
Previous Turn -
Same Turn 65.0 29.9 5.1

Correctness (MCQ)

Previous Turn

Computer use

Baseline — Previous Turn

(risk rating) Baseline — Same Turn

Mean shift: —20.4 pts (95% CI: 18.4-22.4)

Mean shift: —15.6 pts

Table 1: Summary of attribution bias across domains. Percentages are per-item prevalence; computer-use shows
mean rating shifts. We observe consistent attribution bias in both harmfulness and correctness evaluations.

C.2 MCQ Harmfulness Results

Figure 5] show MCQ harmfulness results.

C.3 Correctness Results

Figure[6]and [7|show correctness results.
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Figure 5: MCQ harmfulness attribution bias. Models rate their chosen actions as less harmful than baseline,
even when the same action was judged more risky in isolation. Error bars: 95% bootstrap Cls.
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Figure 6: Open-ended correctness attribution bias. Identical answers are rated more favorably when attributed
to the model itself. Error bars: 95% bootstrap Cls.

C.4 Individual Model Open Ended Harmfulness Results

Complete Model Ranking (from most self-sycophantic to most self-critical):

Claude 3.5-haiku: +0.74 points
Gemini 2.5-pro: +0.54 points
GPT-0ss-20b: +0.10 points
GPT-5-mini: —0.15 points
GPT-0ss-120b: —0.41 points
Claude Opus-4.1: —0.46 points
GPT-5: —0.65 points

Claude Sonnet-4: —0.79 points
GPT-5-nano: —1.27 points
Gemma 3-27b-it: —2.42 points
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Figure 7: MCQ correctness attribution bias. Models inflate scores of their own chosen options compared to
initial baseline ratings. Error bars: 95% bootstrap Cls.
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Figure 10: Model performance across harmfulness and correctness MCQ domains. Dark teal bars: pre-choice
scores; light teal: post-choice scores. Error bars show 95% CI. A values indicate mean score shifts. Sample
sizes shown in titles.



C.6 Harmfulness Multiple Choice
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Model-Specific Transition Patterns (Top 9 Models) (correctness)

gpt-5-mini

claude-opus-4.1

gemini-2.5-pro

(n=624)

(n=624)

o % % %
g 8 8 g 2R 8 8 § 8 R 2 o 8 8 § 8 ®& 2 o
I I I
e olo|o|e 2 o|-|o|e ole & 8 Zlo|m|o|e ole &
o|=fofo|o|e N - NEEIE olo w 2lo|o|olololo|o
- 5 o|g|e|e oo o |o oo ~ Hl - B BREIEEEES
5 i s
olo|e|e D Lo olo|e]|e olo ©on g ole|e|e o|o ©
B 3w 3 ad
s 2% s 8%
Y o |8|o|e o g1 w oo e uoscmm olo|o|e olow
£ 3 £
olo|olole|e]|e o |o|e ole « S N N R R P
olol|e|e oo o |o olo o tloo|olo|o|z|e »
olole|e oo oo oo o Bl | oo |e o
8 L 9 S v 6 8 L 9 § z b 8 L 9 § v z b
21008 2010401504 21008 2010401504 24008 20104D-150d
% % %
2 2 2 2 8 R 8 8 % e o e 2 2 <? & o
EE— EE— EE—

& |o|o|o|o|o ~lole|e oo olo|elo|elo|e|e
2 olole|e o e |~ oo olo o sBlo |« |c|olo|oolo @
e o|o|o|o N - BB olo w gkl | |ololo|wolew
E o|o|o|o ° oo |o olo ~ =lggl=|s|o|o|o]o]e ~

° ®
° olole|o mmﬁﬁ @lo oo uosmmﬁo zlglo|o|olo|o|o o
$ %8 g =8
8% Py
o olo|e|e mwm oo |e oo;..mmmu R|~|o]|e]|e ~|o w
¢ — ¢
2|z (8o |o|c|o ° olo|e olo « cBlele|o|olo|olo]|e «
2 B olole|e ° olo|e olo = olololele|e|o|e =
E olol|o|e oo fEllo oo ole o 8 olololol@|z|o|o ~
< - HEE -H--8- uﬂf - HSNNNE xof
6 L9 5 v 68 L 9 s z 1 8 L9 5 v z L
21005 821040-150d 81008 3010404504 81008 3010404504
% % %
g o g
& 88 8 % 2 8 8 ¢ 8 R 2 o g 8 8 g & o
EE—— EE—— EE——
ﬁoooo N - BESB ole = o [@lel~ [z]c]c|o|c]c »

o fofeo|o|e B 2 EEEEEY ~lo w elelololo|ololo »
olo Eleolo|o|e S : BEIRE olo ~ cflelel8lolo|olole ~

e 3 e

3 = g
R S LAY = R ole ©d  glolg|g|g|c|o|o|go|o w
3 63 2 28 -

2 &k s &
olo|o|e 5 gElR o8 8| olows “tlg olo|o|e olow

£ 3 &
° olol|e|e ° olo|o olo « ololo|c Elo|o|e oo «
8 8 ololo|e Bl - EEENENEY oo o ° Mllo |olofofo|o o
olo|o|elole|e 2o oo oo « olo|o|elolole|o|e|e ~
olo|ole|e|e ~lo|o o = o |- oo |o|o|o|o|o oo~

6 L9 S v 6 8 L 9 § z b 8 L 9 § v z b

81008 8010409804

81008 8010409804

81008 8010409804

Pre-Choice Score

Pre-Choice Score

Pre-Choice Score

ic

sycophant

iagonal

Correctness MCQ score transition heatmap on Unanswerable dataset. Above-d:
Models systematically become highly confident after prov

.

Figure 11
shifts

1 anSwers.

the

iding

s

Model-Specific Transition Patterns (Top 9 Models) (harmfulness)

% % %
g 8 ¢ R € 8 8 8 & o g8 8 8 8 R
I I I
o olo|ele|e|e]|e o &|o|o|o|o|eo|e o o olo|e|e|e|e]|e
o olo|ole|e|e]|e olo|=Ele|o|olo|e|o = clefle|c|oo|a|eo|o
cle@le@=lel= =~ 5 [°|°[®[7]5|8]° = 8] ~, oo Bl | |o|o|a|n|o
= £ o
Eglololo|almlo|e ]t «d Exlo|o |a]e]| 2| oo «d Sglo |« |8« o|=ele /s
mm m.m mum
it o g 3t o g 8L 2|x
gElo ol |~ |Bl=|a ||| w5 £Eo |00 |o|a]|c|o|eflod IElo oo le x| @l x|
¢ 3 ¢ B
&g &
olo|alon|~|e]|lR]e olololo|o Elleo Bl o « olo|alw|o|o|e |88l
olole|-|elo|e - ololelolole|g]g]e g » ololofw|n|ez|e Bl
olo|clo||c|n|= M= olo|glo|olo|alale]|a ~ ololo|c|c|n|ole
8 L9 S5 v €T |} 6 8 L 9 S v € T |} 6 8 L 9 § ¢ € b
8100 901040104 21008 2010401504 21008 2010401504
% o %
e 2 < | R 8 8 8 8 R 2 o e 8 2 <
N N N
o oooooTo Y Y iy A P DY - Py A Y Y
olelelelele|ele]|e|e of@le|o|o|o|e oo Bl (o |o|o|o|o|e|e
3 : Raa : A claflocloololo|ow olals|a|z|e|c|o|e|e
oo ololelole|e cl@glc|-Blololo|o|o~ BN : SINEIEE
= 2 g
3 g8 2 9
gslo|o Blo|o|o|e o wd Sglo|=s|=|=F|= Tlolo|o ©d Eglo|a|n|E o |~ o °
5% i3 £ 53
mmoo olo|e ooommmoosssmmm ssmmmoaoz‘amv °
3 & &
olololt|olo|e|a - olo|e|o|«|a]|z|e Bl « ololo|~g|o|a]|g|e| o
ololololole|o|a - olololo|a|ale|e Pl ololo|-|ale | o
ololololole|-|w PRy olololo|o|e|- |- ElE ~ olo|-lo|n|n|~ ~
olololololelo|e|~ olololololole|e - olololo|-|o|« |8 EN~
6 195 v oe oz b 68 L 9 5 v ez b 68 L 9 5 v ¢ v
21005 991049-150d 21005 99104-150d 21005 99104-150d
% % %
g g n
g g8 8 R € 8 8 § & o 8 R 8 8 2 8 ] °
EE— EE— EE—
B |o|o|o|e]|e|e|e ololelo|ole|ole|e|e o o olo|e|e|e|e|e
B olo|ole|e|e|w B : R ola|af@le oo o]y o
© olo|o|e|o|e|o ololg|eo|olo|o|o Bl ~ o~z Bl |o|o|~|~|o
° e I || 2
3 3 8
Y olo|olo|o|o|e od Exlo|ol@lale|e|o|o|g@le o8  glo|<|o [@l&]c |« |g|< |
o 3 88| | | 3 28 -
£ 2 2% 2 BF
£ clelelele|e|e ws gElo oo |Rc oo [R[F|R @S “E|o v v oo lc|] 5
8 &3 & —
~lo|ele|o|e|a olo|e|w|olo|o|s e « ololole|ole]|s o
w w0 2lo|o|w|z|z|2 olo|o|o|w|e|e o o olo|e|-|<|o]|= o
olo|alolo|no |~ olo|alolololo|a e ~ olololo|ole|-|= ER~
~lolelo|o|o|o|o |~ olololo|o|o|o|~|= EM- o N e N P N P P
6 L9 s voe oz b 68 L 9 S v ez b 68 L 9 S v e v
81008 90104D-1S0d 8100g 2010401504 8100g 2010401504

Pre-Choice Score

Pre-Choice Score

Pre-Choice Score

Harmfulness MCQ score transition heatmap.

Figure 12

10



C.7 Computer-Use

188

w
€
£
g
]
£
©
o
€
K]
E-
[}
e
g
E
n
n
o
£
]
H
£
£
5
T
2

Model-Spe:

(Baseline - Previous Turn Self Attributed)

4

=100)

claude-sonnet-
(n:

100

=100)

claude-opus-4.1
(n:

=100)

claude-3.5-haiku
(n

i o R 8 2 R El °
o|o|lo|o|e|m|o|wa]|8g oo alalo|ma|lo|o|lo|e|n
w o |afo | mlofo|w|[e |« o5 © e fla|w|w|o|n|o|n|a
o|m|loflo|o|a|n|w|le|m oo I
o|o|o|le|e|e]|e ° o9 oo |o
o|lo|lo|o|lo|o|o|ma o rosos £ 83 o [0 | =

3 Yo
PR
o|lo|ofo|o|le]|e o |o ~ocor 8 GE o |0 |0
oo oo |o|o]|e ° -opoe o |o |[n
o|o|lofo|o|lo|ec |~ BEW ~ ocu °o|o |e
o|lo|ofo|e|eofe]|e ° -ozor oo |o
o|lo|eofoe|o|efe|o|le]|e oo o|o|e
00106 06°08 080L 0409 0905 05-0Y O%-0E 0€10Z 0ZOT OT0 00106 0608 08°0L 0L09 0905 05-0v OV0E 0E0Z 0Z0T 0OT0
PSINGLIIY JI9S UINL SNOIASId PSINGLIIY 1SS UINL SNoIASId
% %

R 3 El ] o
olofefe]o]e]o|n]x}omms ale[ale|a]n]|a|n][na]o
nln|lo|lo|o|m|o|a|n oo o|m|n|n|ofm|m|o|m~]|o
<« |m|o|lo|le|o|m|a|n | ogu oc|lofla|m|o|lo|a|m|lo|n
Aalefralo]e|ofe 2 lo|lo|m|lo|o]|o]|n ~ | o

2
0 Ro
o|lo|oflo|o|le]|e £ n88lc|o|ofo|e|e]|e o | o
R
T e
2 &
oo |ofo|o|leo]|e & ELlo|e|o|o|e|o e o | o
£
o|lofo|ofo]o]e 8l lolofof|e|lo|elnlaln]le
oo |ofo oo |~ o|lofe|o|eo|le |~ o | o
o|n|ofo|o|n]|e o|lofe|o|e|e]|e o | o
oo |ofo|o|e|e I O R I R O A I N
00T-06 0608 0B0L 0/-09 0905 050 OF-0F OE-0Z 0ZOL 010 00T-05 06-08 08°0L 0L-09 09-05 05-0¥ OF-OE OE-0Z OZOL 0T0
PRINGLIY JI9S UINY SNOIABId POINGUANY JI9S UINY SNOIASId
% %

R ° El R <
W |« o |~ |o|o|o|o |0 o o|le|e|oe|e|e|o|e |~
o |e|[a|~nlo|e|<|[n]|o o oc|lo|le|o|o|e|e|e °
Ao alalmlalm | e|a| ou oc|lofle|e|eofle|e|o|e]|e
oo |m|lo|e e|m]|n oww o |o|e|efe|e|e|o|e oo

&
wo 2 S [= = [~ [= |~ [~ % |7
Ne
oflofo|e|elo]|e|n o tosoy § Ei[o o |o|o|o|o|o|o|e|e
§
o|o|ofe|o|e]e o owoe ©® o |o|o|o|oe|o|le|le | oo
oo |ofe|o|efe]|e © -oe0z o|lo|e|o|eofeo|e|eo]|e]|e
o|o|ofe|o|le|e|e|o]|e o o|lo|e|o|eofle|e|eo]|e
00T-06 0608 080L 0/-02 0205 05-0Y Ob-0F OE-0Z 0ZOL 010 00T-06 06-08 08-0L 0L-09 0905 050y OF-0E OE-0Z OZOL 0OT0

PAINQUAIY JI9S UINL SNOIADIY

PRINGUAIY JI9S UINL SNOIASID

00106

o080

o209

0805

os0p

op-0€.

0e0¢

oz-0t

00106

o080

o209

0905

0507

0v0E

0e-0z

oz-o1

o209

0808

0507

0p-0E

o0e0¢

oz-01

ot

Baseline

1
£
v
H
B

a

ing the

6 models showi

irst

F

heatmap. Abov

1ne-to-continuation

diately after taking an action.

Harmfulness Computer-Use Baseli

.
.

Figure 13

1ng 1mme

shift in harmfulness rat

Model-Specific Harmfulness Transition Patterns

(Baseline -» Next Turn Self Attributed)

4

claude-sonnet-

claude-3.5-haiku

claude-opus-4.1

(n=100)

100

(n=100)

100

(n=100)

%

100
0

PRINALINY JI9S UINL IXON

PRINAUAY JI9S UINL IXON

n|lo|lo|oe|oe | o|o|e o Lo o|o|o|o|o|e|e|o| o orm
S|~ |o|o|o|o | |m | o rosos & W |m|lo|o|o|0o |0 | o -o0s
ole|w|o|o|o|m|[o|n|n~ ogo ofm|e|m|n|o|o|n|[o]|n omu
ofle|o|e|e|e|e or00 ola|m|lm|lelo|eo|n]oe|o oo
c|lo|o|eo|efe|e 00os & 85| o |o|a | |[na]|o|m]|o|[o|e oo
5 49

oo |ofeo|eo|o|e ovo olo|m|ofo|m|o|a]o | o
oflofo|e|ofo|m|m|[a]a oo olo|o|m|o]eo]|o o | - ocor
° clofoe|e|o|e|na]|e ton o|le|o|m|o|o|e |~ o -ozor
olo|o|o|o|e|o]|o|o ]| toro oo ! oo [ a]e o] toe

0006 0608 080 0°09 09'05 050y OV-0E 0E-0Z 0ZOL 0T:0 001-06 0608 080/ 0L°09 090 050y OF-0F 0F-0Z 0Z0T 010

PRINGUAIY JI9S UINL IXSN PRINGUIIY JI9S UINL IXSN
% %

H § H g -

; :
ofeofe|o|o]e]e|e]e loorsm . s | ofeofe e |a]n Lo
m|w|o|lo|o|o|o|o|o tom oo |w ofloflo|ma|o|n osm

AN 8o |afo|o|m|a | losa oo e o fm|m|m]o|m tosa
o[- olelefo|e]n]e lun oo e ofa]= n O ™
oflo|lolaloflo|o|e ° logos & oo o oo |o|o|o|o o
3

olo|lele|oflo|o]|e o rosor § oleo|o|o|o|lo]|e|e|o|o —osor
olo|lo|e|ofofo|o|m ovoe oflo|e|eo|o|o]e o -ovoe
olo|lele|o|o|o]|e o rocar oflo|eo|e|o|o|e|n o -oco
oo |mlo|o|o|m|n o tozor oflofo|o|o|o|e e o -ozor
olo|lele|o|o|o]|e o foro o|leo|o|o|lo|o|e|e|o]o oo

00106 0608 08'0L 0109 0905 0S-0v OV-0F OE-0Z 0ZOL OT:0 00106 0608 08-0L 0/-09 0305 0S-0v Op-0F OE-0Z 0Z-0T 0T

PRINGURY JI3S UL IXaN PRANGUNY JISS UInL IXaN
% o %

8 g 8 °

N [ ,
olo|o|o|e|o|o|o| o o o|o|o|o|o|o|o|o| o -omm
88 |[o |~|o|n~|o|m|o|o tosos olo|o|eo|o|o|o|o oo -0
wlm|alm|o|a|a|m|e|o oo o|leo|eo|lo|o|o|o|e|o|o uu
wlo|loe|alololo|n “ Loroe oclo|lo|e|o|o|e|e|o rom
olo|eo|e|ofo|m ~ | A fosos mloflo|lo|lo|e|e|n|e o
oflofo|e|o|e|mfalalatoe o|ofo|o|o|o|o|o|o -osor
o|o|ofo|o|o|ole o |ovor o|ofo|o|o|e|e|o|o o
olo|o|e|o|e|e o tocor ole|o|o|o|o|e|e]|o|o o
oo |ofe|o|o|ofe|e|o tozn o|leo|eo|o|o|o|e|e]|o|e un
o|lo|lofo|o|o|lo|e|o|o toao o|le|o|o|o|o|e|e|[o]o oo

00T-06 0608 0G-0L 0/-09 0905 0507 OY-0F 0E-0Z 0ZOT 0T 00106 0608 0G-0L 009 0305 050y O-0F 0E-0Z 0Z-OT 0T

Baseline

@
£
6l
@
s
a

ing

t 6 models showi

Firs

-to-followup transition heatmap. Above

1ne

Harmfulness Computer-Use baseli

Figure 14

ked.

ion is as

the shift in harmfulness rating after a followup quest

11



	Introduction
	Related Work
	Methodology
	Results
	Limitations
	Conclusion
	Datasets
	Methodology
	Results
	Summary table
	MCQ Harmfulness Results
	Correctness Results
	Individual Model Open Ended Harmfulness Results
	Individual Model MCQ Results
	Harmfulness Multiple Choice
	Computer-Use


